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Reflection Transformation to X-axis

*Q(-5,4)
* P(3,2
S=§' (3:2)
R(-BIO} R * p’(3 _2)
x Q(_51_4)

R unchanged, R called invariant point.

All of the points on X-axis are invariant point



Reflection Transformation to Y-axis

¥S =9
P’(-BIZ)* * P(312)

t R(0,-1)= R’

Q(-4,-3) * *Q(4,-3)

R unchanged, R called invariant point.

All of the points on Y-axis are invariant point



Observe that on a transformation, it is possible
there are any points or lines that unchanged by
the transformation. Points or lines that
unchanged by the transformations called
invariant points or invariant lines.




Eigen value and eigen vector

Suppose X, ¥ € R"and A,,, is fransformation
matrix.

Generally behave Y=AX, it is mean that by
transformation matrix A, a vector X
tranformed to a vector Y.

S A= -1 0 a vector X-@
uppose A = 0 1)’ ;

o weef J-(E



In special case, it is possible that a vector X
transformed to the vector X (or its multiple),
so : AX = AX, where A scalar on field F. In this
case, X called eigen vector or invariant vector
(vektor tetap) or characteristics vector.

-1 0 0
Supppose A :( 0 1] ,if a vector X = (_J

men w313 = (3] -



How to get a invariant vector X,
such that:
AX=AX



o AX =X (1)
AX-2X =0
AX-MIX=0
(A-ANX=0 (2)

e System (2) will be had a nontrivial solution
(penyelesaian tidak nol) X, if :

|JA-All =0 (3)
* Expanding equation (3) will be got a polynomial
in A, that is P(A), it is called characteristics

polynomial; thus characteristics polynomial is
P(L)=|A—Al|




* Because A and I are given, from the
equation (3) where P(A) =0, it will be
got values A that called eigen values
(akar karakteristik).

 Furthermore, if the value A subtitute
to the equation (2), it will be got eigen
vectors (vektor invarian / vektor
karakteristik) X.



example

* Suppose a transformation matrix B = [—1 2]
3 4

find eigen values and eigen vectors of the
transformation matrix B!



Solution

B—\TI=

|B— A=

~1-2
3

-1 2
3 4

2
4-4

G -5

=1-1=A)4-A)}-(2)(3)

|B— A= (-2 —A)(5-\)
P(\) = |B—AI|=0
(-2-AN)(B-A)=0

A, =-2 and A, =5 —>Eigen value/

—>akar karakteristik



Finding a eigen vectors can be done as follow:

For A =-2, then:

sorp x| T2 )yt ? (xlj
|3 4-4)""13 6y, O

1 2\ H(1 2) _,
36/ \0 0/ r=1: number of free var=1

A New equation:

Free variable: x,
X;+2x,=0

suppose x, = 2 x; =-2 «



— =
X, 4 1
So, the first eigen vector X, = [

For A=5, then:

(-1-4 2 (-6 2
(B-M)X=| ., |X=|, _1(



3 -1/~ 0 0/)r=1; number of free var=1

A new equation: -6x; + 2x, =0,

suppose x, =0 2 X; = %a

)

Thus, the second eigen vector X, =

(1)

Wy



practice

* Suppose a transformation matrix B = (3 2)
1 2

find eigen values and eigen vectors of the
transformation matrix B!



Problems

* Find eigen value and eigen vector of
transformation matrix

10 -1
2 2 2
21 2,

A =




Find eigen value and eigen vector of
transformation matrix

(1 -1 0
B=11 2 1
-2 1 -1




Find eigen value and eigen vector of
transformation matrix

2 11
F= 11 2 1
0 0 1,




Properties :

1) If Ay, A,,..., and A, are the different eigen
values and associated to the invariant
vectors X,, X,, ..., X, respectively, then the
invariant vectors are linearly independent.

2) Eigen values of the transformation matrix
A and A" are equal.



example

® Suppose a transformation matrix A =

2 2 1)
1 31

12 2

find eigen values and eigen vectors of the

transformation matrix A!



Solution:
(2 2 1) 1 0 0y (2-14 2 1)

A-N=13 1/=Al0 10 13-4 1

2-1 2 1
A-N=| 1 3-2 1 |=0GB-MN1-N1-A)
1 2 2-4

P(\) = |A— A]= 0

P(A) = (5= A)(1=A)X1=A) =0
,=1and A4 =5



Next step, finding invariant vector,

For A = 1, then:

2-4 2 1 1 2 1) (%
(A—)\I)X= 1 3-12 1 | X=|12 1] |x =0
1 2 2-7 12 1) \x
12 YH(1 2 1
n=3

121 ~f000
121 (000

r = 1; number of free var=2

A new equation :

X; + 2X, + X3 = 0 ~ Free variables are:

X, and X;



A new equation : x; + 2X, + Xx3=0

suppose:
x,=a and x;=f -2 then x,=-2a-

Thus, X, | = o =a| 1 |+ 0
X L £ ) (0) 1

Ther/e 2a\re two independent invariant vectors :
- =\

X, = 1 and  X,= |0
0 1)




For A =5, then :

(-4 2 1) (-3 2 1)[*%
(A-ND X=| 1 3-2 1 |[X=|1 -2 1||x| =0
\ 1 2 2—1) \1 2 —3) X3

(-3 2 1)YH/(1 -2 1YH(l -2 1 \H (1 -2 1)
1 -2 1| ~|=3 2 1| ~0 -4 41~ |0 -44
n=3;r=2; A New equations:

number of freevar=1 2> X;—2X, + X3=0
- 4%, + 4%3 =0

L




A new equations : X; — 2X, + X3=0
- 4%, + 4%3 = 0

Free variable is x;;
suppose: x;=a 2> thenx,=«a,and x, =«

al|l=a|l

<
N
ll

_ X3 _ \a/ \1/ /1\

Thus, the third invariant vector X; =| 1

vy



Problems

Find eigen value and eigen vector of
transformation matrix

(1 1 2
A= |0 2 2




Find eigen value and eigen vector of
transformation matrix

0 1 0
A= 0 0 1




Find eigen value and eigen vector of
transformation matrix

(-2 1 0)
A= | -8 4 0
-12 4 1,




Find eigen value and eigen vector of
transformation matrix

2 2 0\
2 2 0
001,

A=




Find eigen value and eigen vector of
transformation matrix

(-3 -9 -12
=11 3 14
00 1,




similarity



Recall your mind

* Find eigen value and eigen vector of
transformation matrix

(2 2 1) 5 14 13
A= 1 3 1
12 2 B= |0 1 0

00 1



* example:

(2 2 1) (5 14 13
A=|1 31| andB=|0 1 0| aresimilar
12 2 00 1,

becuase there is non singular matrix
1 3 3
P=|1 4 3| ,suchthat B=PlAP.
1 3 4,




Similarity

e Two Transformations matrix A and
B called similar if there is
nonsingular matrix R such that

B = R'AR



Properties

1) Two similar matrices have same
eigen values.

2 ) if Y is eigen vector of B which is
associated to eigen value A, then
X = RY is eigen vector of A which is
associated to eigen value A..



The current problems :
If there are any two matrix
A and B, how to get a nonsingular
matrix P such that
PAP=B">



* Now, please find eigen values and eigen
vectors of

50 0
D=0 4 0
00 -3,




Diagonal Matrix

-3

D =

0
1 Eigen value of matrix D are A, =-3, A, =7,
0

O O O

0
0

1) (0 0
and Az = 9. Eigen vectors are [ J [1} and [0]
0) (0 1



Every nxn diagonal
matrix have n eigen
vectors which are linearly
independent.



Similar to Diagonal Matrices:
Diagonalization of Matrices

e Theorem:

every n-dimensional matrix A which
have n eigen vectors that linearly

independence are similar to diagonal
matrix.



Proof:
Suppose Xi, X5, Xs, ..., X, are invariant vectors which are
assoclated to the eigen value A1, A, A3, .., Ay SUCh that
AX;i= L X (i=1,2,3,...,n).
Suppose P =[X; X, X;3... X;], then
AP = A[X; Xp X3 ... Xp]=[AX; AX, AX; ... AX,]
AP = [ Xy AXs AaXs ... AnXo]



proof...(cont..)

4 0 0 .. 0
0 4 O 0
AP= [X; X; X3 ... X, ]| 0 & - O

AP = [X; X, X3 ... X,]diag(hi, Az, Agy ..y An)

AP=PD

P*AP=P'PD

P*AP =D

Thus, A similar to diagonal matrix D, because there Is

nonsingular matrix P such that P*AP = D.



* A matrices A, ., which have n
invariant vectors that linearly
independence called
diagonalizable (it can be
diagonalized / similar to diagonal

matrices).



Algorithm for diagonalization of matrix Anxn :

(1) find eigen value of matrix A, that are A;(i=1,2, 3, ..., n)

(2) Find eigen vectors of matrix A which are associated to
eigen value A,

(3) if a number of eigen vectors < n, then matrix A is not
diagonalizable. Finish.

(4) If a number of eigen vectors = n, then matrix A is
diagonalizable; next step:
(4.1). Take P = [X1 X2 X3 ... Xn], where X; are eigen
vectors of matrix A.
(4.2). Find P?
(4.3). P*AP = D = diag(A,, A,, A5, .., A,)), with A, are eigen
value of matrix A.
(4.4). Finish.




example

2 1
Is a matrix A = (2 3j diagonalizable ?. if yes, find matrices

P such that P"AP = D (diagonal).



Solution:
* Finding eigen value: \A—/II ‘ —

2—A
2

1
3—A4

=0

thus the eigien value are A, =1 and A, =4.

* Finding eigen vectors:
ForA=1,then (A—A)X=0

2 o)

the first eigen vector is X, = (

.



ForA=4,then (A—AI)X=0

P

1
the second eigen vector is X, = @

Because matrix A have two independent
invariant vectors, the matrix A is diagonalizable.

11
* P=(X; X,) =(1 1]



* Finding inverse of P

_2
1 3
pi=| ,
3

* |t can be verified that: P1 AP =D.

-2 (2 1)(-1 1
St
[g 212 311 1

win Wl



example

2 2 1)

* IsamatrixB=|1 3 1| diagonalizable ?
12 2

if yes, find a nonsingular matrices P such that
P-'BP = D (Diagonal).



Solution:
From slide 21 to slide 26, it can be observed:

* Eigenvalueare A, =1andA;=5.
* For A=1, the eigen vectors are :

-2 -1
X, =1 and X,=|0
0 1
For A =5, the eigen vector is :
1)
X, = |1
L




Because a matrix B have three independent
invariant vectors, the matrix B is diagonalizable.

-2 -11
c P=(X, X,X;,) =|1 01
0 11
12 -l
-P'1=%—1—23
1 2 1
100
- p1gp=|0 1 0| =p.
0 0 5




example

1 0 -1
e [samatrix C= |2 2 2 diagonalizable?.
2 1 2,

If yes, find a matrix P such that P'CP =D
(Diagonal).



Solution:
* The eigen value of Care A; =1 andA,;=2.

1
2
1
0

1
For A = 2, the eigen vector is X, = {2}
1

* For A =1, the eigen vector is X, =

* Because the matrix C are only have two
independent vectors, the matrix C is not
diagonalizable.



practice

3 -2
* |[samatrix A= [_2 6 j diagonalizable ?

if yes, find a nonsingular matrices P such that
P-1AP = D (Diagonal).



practice

1
0
-1

1
Is a matrix A = 2
1

W DD

} diagonalizable ?. if yes, find

matrices P such that P*AP = D (diagonal).



practice

* |s F diagonalizable?, if yes, find matrices R
such that R'FR=D

31 1)
2 4 2
11 3




practice

2 -4 2
* |samatrixB=[-4 2 -2| diagonalizable ?
2 -2 -1

if diagonalizable, find a nonsingular matrices P
such that P-'1BP = D (Diagonal).



problem

* |s a matrix C diagonalizable ?. If diagonaliozable,
find a matrices R such that RCR = D.

1 2 0
2 2 2
0 2 3,




Orthogonal Similarity



Similarity of Symmetric matrices

* If Ais a symmetric matrices, thatis A" =
A, it can be found an orthogonal
matrices R such that R'AR=D
(diagonal).

* Because if R is orthogonal, R*=R" thus
R'AR=R'AR=D



Theorem

Eigen vectors of a symmetric
matrices which come from the

different eigen value are
orthogonal



Proof:

Suppose X; and X, are invariant vectors which are
associated to A, and A, (where Ay # A, ) of symmetric
matrices A, then :

AX; = X

X, AX; = X, Xy (1)
(X3 AX)" = (A Xy Xy)T

XlT ATXz =M X1T X2

X{ AXy =4 Xi X, (2)



proof...(cont..)

Meanwhile :
AX2 — 7\2X2

X1T AXy = Ay X1T X2 3)
(Xi AX2)T = (R X{ X2)"

Xy ATX, = a, X5 X,

X5 A X, =2, X, Xy (4)
from (2) and (3) :

A Xy Xo = X X,

M Xy Xy - A X! X,=0

(- X)) Xi X, =0 or X{ X,=0

This mean that X; orthogonal to X,.



Consequence...

* For a symmetric matrices, The
theorem above assure of an
existence of orthogonal
matrices R, such that RTAR = D.



For a symmetric matrices A, algorithm to find orthogonal matrices R
such that R'AR = D (diagonal) as follow:

(1) Find eigen value of matrix A
(2) Find invariant vectors of matrix A

(3) If all of the eigen values are different, then invariant vectors X1, .., Xn
are orthogonal.

(3.1) normalized X1, ..., Xn become new vectors Y1, Y2,..., Yn.
(3.2) orthogonal matrix R=[Y1 Y2 ... Yn].
(3.3) R*AR = D (diagonal). finish.

(4) If there are same eigen value, suppose A, = A,, then eigen vector X1
and X2 are not orthogonal; but eigen vectors X3, ..., Xn are
orthogonal.

(4.1) apply Gram-Schmidt process to X1 and X2 to get a new
orthogonal vectors W1 and W2.

(4.2) take W3 = X3, ..., Wn = Xn

(4.3) normalized vectors W1, W2, W3, ..., Wn become a new vectors
Y1,Y2, Y3, ., Yn.

(4.4) orthogonal matrix R=[Y1 Y2 ... Yn].
(4.5) R*AR = D (diagonal). finish.



example

* find an orthogonal matrices R such
that R'AR = D (diagonal), if

(—4 —6)
-0 1,

A=




Solution:
Observe that A is symmetric, because A= A

The eigen value of AareA ;=5 andA,=-8

For A, =5, the eigen vector X, = [ 3

For A, =- 8, the eigen vector X, = [1/

_2)

3
2

Observe that X, and X, are orthogonal, X,.X, = 0.

Normalize X, and X,

g1

IX, ]

(2 )
J13

3
\ V13 /

,and g, =

X

2 —_
IX, |




Sl sl
a|l\> E’oo
N _

* Orthogonal matrix R= (g, g,) =[

[ 2 3\
OR'].:RT: \/E \/E
3 )

\ VB 13/

* |t can be verified that R1AR=D

GRS
+ )6 1) & &F) |0 -8




example

* find orthogonal matrices P such that
P'LP = D (diagonal), if
(7 -2 1)

L=]|—-2 10 -2
1 -2 7,




Solution:
Observe that L is symmetric, because L'=L

The eigen value of LareA,, =6 and A; =12

2) -1
For A= 6, the eigen vector X;=|1|and X, =0
) 1

1

For A=12, the third eigen vector X;=|-2
1

Observe that X, and X, are orthogonal, X,.X; = 0;
beside X, and X are also orthogonal, X,.X; = 0.
Meanwhile X, and X, are not orthogonal, why?



* Now, use gram-schmidt process to make X, and
X, orthogonal:

75\ (1)
2 XX, s
0, 1 (1)

1
and also take w, = X, =|-2| (why?).
1

* Normalize w,, w,, and w; become g,, 8,, and g,
respectively, thus:



(2 (—%\ (%\
81=| % |, 8=| & |,andg=|—F
kO) \%/ \%/
(2 _ 1 1)
NN RN
*P=(g,88)=|F & -+
0 & 4,
6 0 0)
* |t can be shown thatPTLP=|0 6 0 |=

0 0 12,



practice

* find an orthogonal matrices R such that
RAR = D (diagonal)

1 2 20
A=|2 1 2
2 2 1,




problem

* find an orthogonal matrices R such that
R'BR = D (diagonal)

2 0 -1
B=| O 2 O




practice

* find an orthogonal matrices R such that
R'CR = D (diagonal)

(2 0 1)
C= |0 3 0O
1 0 2,




problems

* find an orthogonal matrices R such that
RER = D (diagonal)

('3 2 2)
E = 2 2 0
2 0 4,




* find an orthogonal matrices R such that
R'FR = D (diagonal), if

(4 -1 1)
F=1-1 4 -1
1 -1 4




* find an orthogonal matrices R such that
R'GR = D (diagonal), if

'3 1 1)
G= |1 0 2
1l 2 0,




* find orthogonal matrices R such that

R'HR = D (diagonal), if
(2 2 2)
H = 2 5 4
2 4 5,




* find orthogonal matrices R such that
RKR = D (diagonal), if

(7 —4 —4

K= |4 1 —8

—4 -8 1




Minimum Polynomial



Characteristics Polynomial

Suppose given a nxn matrix A:
* Characteristics Polynomial of A is
P(A) = |A - Al
* From properties of adjoint matrices:
A adj(A) = |A| I
 Analogy: (A-Al)adj(A-Al)=|A-All 1
(A-Al)adj(A-Al)=P(A) I



Theorem:

* Every n-dimensional square
matrices A is zero value of it
characteristic polynomial.

—2>Thus, if P(A) = |A - Al|, then
P(A) = 0.



example:

2 3
" A= 2 1

s PO =JA - M= (2-A)(1-1)—6=22-3)-4

2 3% (23 1 0
- P(A) = A-3A 41 = 1)-3(2 1]4 [O J

=2 33190 O



Minimum Polynomial

* Suppose P(A) is characteristics
polynomial of square matrices A, if
m(A) which is least degree of those
polynomial such that m(A) =0,
then m(A) called minimum
polynomial of A.



Algorithm for

Finding Minimum Polynomial
[fA=a_ I then m(A)=A-a,
IfA+aforalla, butA?=aA+a_,
then m(A) =A% -aA -a,.
[fA#a,A+aforalla, and a, but A3 =
a,A” + a A + a_l, then minimum
polynomial is m(A) =A% -a, A*-a;A-a,,
etc.



Trial and Error Method

* By finding factors of P(A), so
m(A) is one of the factors of
P(A), such that m(A) = 0.



example

* Find minimum polynomial of :

11 2
A=[11 2
11 2,




Solution:

* The characteristics polynomial of A is

1-1
P(A) = |A—MI| = 1
1

1
1-4
1

2
2
2-1

= (4-A) N2

* The possibilities of minimum polynomial are :
(4—A), orA?, or (4—A)A; butonly
polynomial m(A) = (4 — A) A satisfying the
condition : m(A) = (41-A) A=0.

* Thus, the minimum polynomial is

m(A) = (4 —A) A =4\ — A2



